I am showing below comments, questions and answers.  Readers are welcome to send me their own version of replies to my comments and questions.

Comment:  We all tend to forget that a randomized trial provides an unbiased ESTIMATOR of the effect of a postulated causal contrast, say, treatment vs. placebo (assuming valid randomization).  Those who subscribe to logical inference know that an ESTIMATE from an unbiased ESTIMATOR is just that: an estimate.  It is never known to equal the expected value, and it may be very different from the expected value. Therefore, claims about causal knowledge from a randomized trial mostly reflect a psychological state of belief—the Bayesian kind of knowledge.  Many people attribute some epistemological superiority to randomized design, rather than merely methodological superiority.  In short, I think we are destined to obtain conjectural estimates of causal parameters, no matter which design we apply.  In my view, the distinction between randomized trials and observational studies is methodological, not epistemological. 

Response: In what way would the difference between epistemological superiority and methodological superiority lead to an error in claim, or an error in preference?

Answer:  Not an error in preference.  An error in claim, for sure!  When the results of randomized trials clash with observational research, the claim is not about preference for results from a better method; the claim is about truth and falsehood: truth of one vs. falsehood of the other.

Another example (of many):  generations of epidemiologists think and teach that "you can't draw causal inference from a cross-sectional study".  Not "preference for method", but a categorical claim about what we can know and what we cannot know, from a given method.  "Hypothesis-generating design" versus "hypothesis-testing design" is yet another example.

That a randomized trial is preferred over a cohort study (methodological superiority) does not imply that causal knowledge from a randomized trial is closer to the truth (epistemological superiority) than causal knowledge from a cohort study.  All point estimates of causal parameters are merely conjectures, regardless of whether they come from a randomized trial, from deconfounding a measure of association according to the principles of DAG, or from the nonsense called stepwise regression.  I cherish a better method for being a better method, while knowing that its result could be false.  We have the tendency to think that randomized trials tell us the Truth.

Response:

Comment: I suggest one more battle field with statisticians (and others).  Let’s tell them to avoid referring to ESTIMATES as biased.  What is biased is the process that generated the estimate (i.e., the ESTIMATOR).   Bias in estimating an effect = Expected value minus the value of the causal parameter.  Both are unknown numbers.  
Response: I for one have always assumed that the difference between an estimator and an estimate is understood. 

Comment: That assumption is wrong.  I have interacted with enough scientists in my life, have read enough epidemiological papers--and have come to the opposite conclusion.  People look at the point estimate and refer to THAT NUMBER as being wrong due to bias.  If we all know that "biased estimate" (or "unbiased estimate") actually means "biased estimator" (or "unbiased estimator"), why does almost everyone refer to the estimate?  Is it semantics or prevailing misunderstanding due to wishful thinking: After all, we all want to know whether THIS NUMBER is right or wrong! That--we cannot know.
Response:

Question:  As we know, in small or moderate -size randomized trials, we often observe “statistical dependence” between causes of the outcome of interest (say, disease severity) and the randomized treatment.  How do we reconcile these empirical associations and the simple DAG we drew before randomization?  In that DAG, no causal or associational path has connected disease severity with treatment allocation, since the sole determinant of treatment status was a randomization mechanism.   Moreover, according to that pre-trial DAG there should have been d-separation, and there was no reason to worry about confounding.  So why condition on disease severity? 

I know two answers from the statistical world: 1) You do not have to condition on disease severity, say, if it was not measured: the marginal association is an unbiased estimator--in the sense described earlier.  2) You gain statistical efficiency, meaning that the adjusted association reflects an estimator with a smaller SE.

But what is the DAG perspective?  Is DAG silent here?  Is it indifferent to such an empirical association?

Response: The DAG is silent here. It is totally opaque to empirical associations. It displays only associations that are part of the joint distribution, not of coincidental associations that characterize finite samples.

Comment: I see at least two problems here.  

1. We are told to follow the DAG rules for d-separation, because that's a better method to select covariates for adjustment (to de-confound).  Of course, we use the principles of DAG to analyze data from finite samples. But when we ask what to do when, in our finite sample, DAG rules for adjustment do not seem reasonable, DAG rules say nothing.  That does not sound very helpful for an analyst.  I still want to know what to do when my sample shows marginal associations that should not have existed according to my DAG:  follow the DAG and not adjust for disease severity (in a randomized trial) or ignore the DAG and adjust for disease severity?  By the way, I can see similar situations in observational studies, too: May I add an arc (bidirected edges) to display an empirical association, which I did not assume to exist when I drew the DAG?   DAG is not just theory; it is a prescription for the analyst!

2.  Greenland and others (see for example, his 2002 article "estimating causal effects") have been telling us that all causal parameters must be defined on finite "target populations".  For example, the causal parameter from a randomized trial may be defined on the trial population (which is also called "the sample").  I don't see in what world (or in what "target population"), we may define the idea of joint distribution and, therefore, the causal parameter.  

Question:  Propensity scores is another method for deconfounding.  May a propensity score be represented as a variable in a DAG?  Does propensity score analysis find logical support in the principles of d-separation?

Response:

